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ABSTRACT 

In order to represent the event granularity a class of intervals, called c-interval, is proposed.  It is defined in terms of a 

macro relations set that also allows to express the incomplete temporal assertions.  Checking in first the consistency of 

such temporal assertions is an essential part of reasoning. An efficient algorithm is supplied to perform it. A second 

important task of reasoning is determining the additional temporal assertions.  It can be computed with the constraints 

propagation approach.  Another approach is used which requires the introduction of the notion of level to guide the 

search of temporal relations between pairs of intervals. 
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1.  INTRODUCTION 

 The temporal reasoning is an important aspect in 

many artificial intelligence applications. For example, 

in planning the inconsistency (i.e. incoherence) of a 

temporal assertions set means that the choosen action 

is not appropriate for a given goal [16].  In prediction, 

that kind of reasoning allows to build under some 

hypothesis, the possible histories corresponding to the 

possible evolution of the modeled world [11]. 

 James Allen [1] introduced a fundamental model 

based on the interval concept where the relative 

position between pairs of intervals is expressed by the 

thirteen basic relations which are mutually exclusives 

(see table 1); their set is called A13.  

 
When temporal assertions between pairs of intervals 

are incomplete, then they are allowed to be a 

disjunction of the basic relations.  These relations have 

been called macro relations by Freska [6].  The main 

temporal reasoning tasks include determining the 

consistency of such sets and deducing additional 

relations from those that are given.  A constraints 

propagation algorithm has been developed by Allen 

[1] for performing these tasks which are NP-complete 

problem [15].  In Vilain and Kautz's [15] framework 

the instant concept is used for representing such 

temporal assertions where the time points are linked 

by three basic possible relations: precedes (<), same 

(=) and follows (>).  However, a set of interval 

relations can be translated into conjunctions of points 

relations between the endpoints of intervals.  

Algorithms have been developed by Van Beek [13] 

for determining the consistency in O(n2) time and 

computing the additional relations in O(n4) time 

where n is the number of points. 

 The framework based on intervals is general and 

formal. However, models that are more adapted to 

applications are required. In particular, it is often 

useful and necessary to represent events in different 

levels of details or granularities.  Montanari [8] 

introduced the notion of macro event for formalizing 

the decomposition operation of an event into other 

events.  The granularity has been also used by Nokel 

[10] for automatic recognizing of events.  In this 

paper, we propose in first an interval class, called c-

interval, in terms of sub-intervals and a set of macro 

relations. This set is defined in order to represent the 

event granularity and the incomplete temporal 

relations. After representing the temporal assertions in 

a c-interval graph, an efficient algorithm is supplied 

for determining the consistency of those assertions.  

Then we discuss the problem of computing the 

additional temporal assertions.  To perform it requires 

the use of the constraints propagation approach.  At 

the end the notion of level is introduced and as result 

the intervals are partitioned into totally ordered sets 

which guide the search of temporal relations. 

2.  A MODEL OF COMPOSED INTERVALS 



 Considering the same reality in different levels of 

details is a way that is often used for structuring a 

domain.  A such hierarchisation improve often the 

performance of the manipulation of entities when they 

are focused on adequate levels [5].  Two kind of 

granularities are distinguished: event and time 

granularity.  The event granularity depends on the 

given descriptions.  On the other hand, the time 

granularity depends on the domain refers to.  The 

focus of the present paper is the event granularity 

which considers both the distinctions that a framework 

can make and the distinctions that it can leave 

unspecified.  Consider for instance the description 

"Benali take his lunch" which is decomposed into the 

following events: 

 eat, 

 speak and 

 drink coffee 

where each sub-event can also be refined.  Since an 

event is supposed to be an interval in the real axis, we 

can decompose it into sub-intervals and then represent 

it under different granularities.  Each sub-interval will 

correspond to a component event.  Note, that no 

temporal assertions between the sub-event are 

provided.  So, a set of macro relations is introduced.  

A macro relation is a subset of the basic thirteen 

relations and is considered as the disjunction of its 

constituent relations, expressing then an incomplete 

temporal relation between pairs of intervals.  The main 

macro relation is the during relation, abbreviated by 

the symbol "", between an interval and its sub-

intervals.  It characterizes the decomposition function 

of an event in other events.  In fact, a sub-event occurs 

during  its composed event.  Furthermore, it allows a 

description of events with some precisions and after 

the refinement of this description, more details are 

given.  In the previous example, we represent this as: 

"Eat  Lunch", "Speak  Lunch", and "Coffee  

Lunch".  A such relation often disposes time intervals 

in a hierarchical structure [1]. 

The macro relations introduced as follows: 

  = { s, f, d, =}  -1 = { s-1, f-1, d-1, =} 

  = { , m }   -1 = { , m-1 } 

  = { , , m, m-1, o, o-1, s, s-1, f, f-1, d, d-1, = } 

allow to define a set noted by A8 = {, , , -1, ,   

-1, , = } which its members are called atomic 

relations.  The  (resp.  -1) relation means that an 

interval is before or meets (resp. after or met-by) 

another interval.  If no temporal relation between two 

intervals is given, that means the whole set of relations 

 is possible.  Then, we represent the unknown 

relations in the example as: "Speak  Coffee", "Eat  

Coffee" and "Speak  Eat". 

The time intervals used will be noted by I1, I2, ..., In 
with I will be the set of intervals and Ic will be the set 

of c-intervals.  After the notion of the macro relation 

introduced, we can define now formally the c-interval 

class. 

Definition 1: c-interval 

An c-interval I is an interval which is decomposed into 

other sub intervals Ii with:  

 i 1in   Ii  I and 

 i, j 1in and 1jn  such that i  j and one of 

the following relations is checked: 

 Ii  Ij 

 Ii  Ij 

 Ii  Ij 

 Ii = Ij 

In other words a c-interval is a time interval composed 

by other c-intervals or intervals which can be linked 

by one relation of the set A8. 

We note that the before (), before or meets (), 

during (), unknown () and equal (=) relations are 

transitive.  

To assert that one or two intervals are components of a 

time interval, two predicates are introduced as 

follows: 

 COMP(I1, I)    I1 composes I  

 MEMBI(I1, I2)    COMP(I1, I)  COMP(I2, I) 

Formally an event decomposition may be viewed as a 

function that maps all c-intervals to the corresponding 

set of component intervals.  For instance, the event 

"go to retreive a book" can be decomposed into the 

events "go to the lending library", "write an 

application" and "take the book". 

3.  TEMPORAL ASSERTIONS REPRESENTAT-

 ION 

 Since the temporal relations are binary, we use a 

temporal graph CG =  I  Ic, R , called c-interval 

graph, for representing those relations.  It consists of a 

finite set of nodes (I  Ic) and a finite set of edges R  

labeled with atomic relations of the set noted by A5 = 

{, , , , =} with: 

I1  Ic, I2  (I  Ic) COMP(I2, I1)  

   (I2, , I1)  R 

I1 , I2  (I  Ic) , r  A5   (I1, r, I2)  R  

    I  MEMBI(I1, I2) 

A path of a length n is a sequence of n triples (I0, r1, 

I1), (I1, r2, I2), ..., (In-1, rn, In) where Ii (0in) are 

nodes (i.e. c-intervals or intervals) and rj (1jn) are 

labels (i.e. temporal relations) on edges.  In particular, 

the path is a cycle when I0 and In are equal.  If there 

exists an edge between all pairs of nodes then the 

graph is complete.  As an example of representing 

temporal assertions in a c-interval graph, consider the 

lunch event shown in figure 2 where the description 

"Benali was speaking while eating his lunch, after he 

drank his coffee" is given. 



 
Since the equal relation is symetric, we represented it 

with a bi-directional edge.  Furthermore, edges labeled 

with the unknown relation which gives no temporal 

informations have been suppressed.  We can also 

suppress edges labeled with the equal relation by 

identifying all pairs of intervals that are necessarily 

equal and putting them into one node.  For instance, 

putting the intervals "Speak" and "Eat" into one node 

would give the reduced graph shown in figure 3.  So, a 

c-interval graph is an incomplete graph because the 

transitivity property of temporal relations is used in 

order to reduce the number of edges and nodes. 

4.  TEMPORAL ASSERTIONS CONSISTENCY 

 As in all knowledge representation systems, it is 

necessary to check the consistency of temporal 

assertions.  To perform it requires the use of the c-

interval graph.  Consider the lunch event with adding 

now the description "Benali was eating while drinking 

his coffee, after he spoke". Representing those 

temporal assertions is shown in figure 4. 

By analysing only sentences, we can state that they are 

inconsitent: the lunch event is decomposed into the 

coffee sub-event and the opposite is false.  In order to 

check the consistency of such temporal assertions  

represented in a c-interval graph, two kinds of paths 

are defined as follows: 

Definition 2: -path 

In a c-interval graph we call a path, where all edges 

are labeled with the during () relation, an -path. 

Definition 3: -path 

In a c-interval graph we call a path, where at least one 

edge is labeled with the precedence ( or ) relation, 

an -path. 

If there exists a -path from I0 to In then we obtain I0 

 In by applying the transitivity property of the during 

relation and what's that more the -path is a cycle, 

then we have In  I0..  However, the during relation is 

symetric when it is restricted to the equal relation.  

Since the precedence ( or ) relations are irreflexive, 

the nonexistence of -paths which are cycles involves 

the consistency of the c-interval graph. 

Property 1 

The c-interval graph is consistent if and only if  

i) there exist a -path of length n which is a cycle 

 then I0 = In, 

ii) there not exist a -path which is a cycle. 

The previous description is inconsistent because the 

corresponding c-interval graph contains a cycle where 

one edge is labeled with the before () relation.  

Thus, the task for determining the consistency of 

temporal assertions requires first identifying the 

strongly connected components (SCC) of the 

corresponding c-interval graph.  In this step, an 

algorithm in [3] is used which computes them in 

O(max(n, m)) time where n is the number of nodes 

and m is the number of edges.  After that, the label on 

each edge in the same SCC is compared with the 

relation  or  .  So, the algorithm which performs 

these two previous steps is presented as follows: 

INPUT: a c-interval graph CG =  I  Ic, R   

OUPUT: the answer about the consistency of CG 

Check_Consistency(CG) 

begin 

1.  Identifying the strongly connected components of 

 CG 

2.  For each edge (Ii, r, Ij)  R do  

 if component(i) = component(j) and ( r = ’  ‘  or   

  r = ‘’ )  

 then  

  return (" Inconsistent Graph ") 

 endif 

3.  return (" Consistent Graph ") 

end. 

Identifying the SCCs maps each node Ii to a number 

noted by component(i) corresponding to its SCC.  We 

have m edges that are partitioned in the different 

SCCs.  A test is evaluated for each label on an edge.  

For this, a time in O(m) is required.  Then, the global 

time needed for checking the consistency of a c-

interval graph is in O(max(n, m)). 

Property 2 

Determining the consistency of a c-interval graph 

requires a time in O(max(n, m)), where n is the 

number of nodes and m is the number of edges. 

Another approach which requires more time for 

determining the consitency of temporal assertions 

consists of the use of Allen [1] or Van beek's [13] 



algorithm.  This gain of time is a consequence of the 

used relations.  The last alternative is possible because 

all the atomic relations can be translated into 

conjunction of relations between pairs of points. 

5.  DEDUCING TEMPORAL ASSERTIONS 

 Given some temporal relations between pairs of 

intervals, we would like to have the ability to deduce 

the additional relations which are implicite.  For 

instance, if an interval I1 is during I2, and I2 is before 

I3, then I1 must be before I3.  This last relation added 

to the c-interval graph allows to deduce other 

relations.  For performing automatically this reasoning 

task, two operations intersection and composition are 

defined. 

5.1. Intersection   

 The intersection operation noted by '' supplies 

the restricted relation of two atomic relations which 

hold between the same pair of intervals.  As an 

example, the before () relation is checked if the two 

relations  and  are explicitely given between a pair 

of intervals.  Thus, an extract from the table of the 

intersection operation is shown in figure 5. 

               =     

                   

             =     

               =     

Figure 5: An extract of the intersection operation   

  table. 

Algorithmically, the intersection of two macro 

relations is computed by finding their common 

constituent relations. 

5.2. Composition 

 The composition operation noted by '.' is defined 

between pairs of relations which linke three intervals 

I1, I2 and I3.  It is used for determining the relation 

between I1 and I2 where the relation between each one 

and the inteval I3 is given.  Thus, an extract from the 

table of the composition operation which is 

determined by using Allen's method [1] is shown in 

figure 6.  

    .            =     

                    

                    

    =            =     

Figure 6: An extract of the composition operation  

   table. 

5.3.  Deduction 

 The deduction of implicite relations can be viewed 

as the determination of the transitive closure of 

relations beween pairs of temporal intervals, with 

using the intersection operation and rules of the 

composition table.  We consider for each pair of 

intervals (I1, I2) the restrictions made over relations 

between I1and I2 with other intervals until any relation 

can be restricted. 

Given an event description: "In the night, it has run 

but after the ground became dry".  In this sentence 

three expressions which can be associate to an interval 

are extracted: "In the night", "it has run" and "the 

ground became dry".  Representing these temporal 

assertions in a sub c-interval graph is shown in figure 
7. 

 

 
Figure 7: Representing the deduced relations 

That scheme shows the importance of the deduction, 

for adding temporal relations in the graph even if they 

were not expressed explicitly in the description.  If an 

interval is during a c-interval, then we can do or not 

the connection between it and another interval which 

is before or after its corresponding c-interval.  This 

property which has been described by Dorn [3] can be 

checked with the table of the composition operation. 

6.  QUERY FOR TEMPORAL RELATIONS 

 Let us consider a consistent set of temporal 

assertions which are represented in a c-interval graph.  

We are interested in the problem of determining the 

strongest relation between two special intervals.  The 

approach discussed above consists of computing the 

closure of the given temporal assertions.  However, 

another efficient approach in space is based on graphs 

partitioned into a set of chains [4, 7], where a chain is 

a totally ordered set.  Its main characteristic is their 

use of chains to guide the search of the strongest 

relation between pairs of intervals without 

determining all the additional relations. 

 We propose to partitione the set of intervals into 

chains where all intervals are compared by the during 

relation.  A such chain is represented by a -path.  To 

do that, levels of nodes are introduced.  The level of a 

node is defined as the length of the longest -path 

from the node which is not connected to any other 

node by an edge labeled with the during relation.  

Consider the description "he ate, after he drank his 

coffee" added to the lunch event which is represented 

in figure 8. 



Since the lunch event is not during other events, its 

corresponding level gets the value 0.  On the other 

hand, the level of spoke , eat and coffee events that are 

linked to the lunch event with the during relation gets 

the value 1.  An algorithm for computing levels of 

nodes in an acyclic c-interval graph is based on 

Gervini and Schubert's algorithm [7].  They have 

partitioned points into a set of chains which are sets of 

points totally ordered by the precedes or same () 

relation  Thus, the strongest relation between two 

intervals in the same chain can be obtained in a linear 

time.  This is performed by only comparing their 

corresponding level.  If two intervals are during the 

same c-interval and have the same level, then the 

strongest relation is derived by applying the 

transitivity property of relations that are labels of the 

-path connecting them.  When the -path is 

nonexistent then an unknown relation is the strongest 

relation.  The remaining case concerns two intervals 

which are not during the same c-interval.  In fact, as a 

consequence of the property mentioned in section 5.3, 

the strongest relation is equal to the relation derived 

by replacing the interval that has the minimal level 

with its corresponding c-interval until conditions of 

the previous case hold. 

7.  CONCLUSION  

 We have presented a class of intervals for 

representing the event granularity.  It is defined in 

terms of macro relations and sub-intervals.  The 

advantage of representing temporal assertions in a c-

interval graph have been noticed.  So, checking the 

consistency of those assertions requires a linear time 

by using the algorithm supplied.  Furthermore, the 

notion of level introduced allows to compute the 

strongest relation between pairs of intervals without 

determining all the additional relations. 
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